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Abstract

Transition metal oxide (TMO) memristors have recently attracted special attention from the 

semiconductor industry and academia. Memristors are one of the strongest candidates to replace 

flash memory, and possibly DRAM and SRAM in the near future. Moreover, memristors have a 

high potential to enable beyond-CMOS technology advances in novel architectures for high 

performance computing (HPC). The utility of memristors has been demonstrated in 

reprogrammable logic (cross-bar switches), brain-inspired computing and in non-CMOS 

complementary logic. Indeed, the potential use of memristors as logic devices is especially 

important considering the inevitable end of CMOS technology scaling that is anticipated by 

2025. In order to aid the on-going Sandia memristor fabrication effort with a memristor design 

tool and establish a clear physical picture of resistance switching in TMO memristors, we have 

created and validated with experimental data a simulation tool we name the Memristor Charge 

Transport (MCT) Simulator. 
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1.  INTRODUCTION 

1.1. The Need for a Comprehensive Predictive Memristor Simulator

Transition metal oxide (TMO) memristors have recently attracted special attention from the 

semiconductor industry and academia. Memristors are one of the strongest candidates to replace 

flash memory, and possibly DRAM and SRAM in the nearest future [1,2]. Moreover, memristors 

have a high potential to enable beyond-CMOS technology advances in novel architectures for 

high performance computing (HPC). The utility of memristors has been demonstrated in 

reprogrammable logic (cross-bar switches [3,4]), brain-inspired computing [5] and in non-CMOS 

complementary logic [6]. This potential use of memristors as logic devices is especially 

important considering the inevitable end of CMOS technology scaling that is anticipated to occur 

by 2025. However, despite the spectacular progress in experimental demonstration and 

fabrication of TMO memristors, their microscopic transport theory and even some key 

operational principles, essential to advance experimental progress, remain uncertain [7,8,9,10]. 

In order to establish a clear physical picture of resistance switching in TMO memristors and to 

aid in the on-going Sandia memristor fabrication efforts, we have created and validated with 

experimental data a simulation tool we name the Memristor Charge Transport (MCT) Simulator.

       The concept of a memristor was proposed by Leon Chua [11] in 1971 from pure symmetry 

arguments. Resistive memory effects, i.e., hysteretic current-voltage (I-V) behavior, have been 

experimentally observed in thin film metal oxides since the 1960s [12]. However, the connection 

between the observed I-V hysteresis and Chua’s memristor concept was not established until 

2008 when researchers from HP Labs [13] demonstrated that many nanoscale electronic devices, 

including thin film metal oxides that exhibited hysteretic I-V switching, are in fact memristors 

and that memristance arises naturally in nanoscale systems in which solid-state electronic and 

ionic transport are coupled under the influence of an external bias voltage. In recent years, 

progress in developing memristive devices (especially TMO-based) has quickly advanced to the 

point where they may soon be useful for beyond-CMOS memory and logic applications [1-4]. 

Concurrently, an understanding of the underlying physical switching mechanisms has also been 

improving [14,15,16]. However, these mechanisms are still far from being understood, and this 

imposes a significant barrier to the development and application of memristors [16]. 
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       Memristive switching phenomena, observed in numerous oxides and memristive devices, 

can be categorized in many different ways [14,15]. We adopt the classification convention 

defined in [16], i.e., anion and cation devices, and thus focus on the anion-based devices for this 

work, as they are most relevant to beyond-CMOS applications. In anion devices, oxygen anions 

(or positively charged oxygen vacancies) are thought to be mobile species, in addition to 

electrons and holes. Examples of such devices include TiOx [17,18], TaOx [19], NiOx [20] 

memristors. The switching mode of these devices can be bipolar or unipolar, depending 

primarily on the material and structure of the device, and the interplay between electrical and 

thermal effects. The relative importance of electric field drift and Joule heating leads to four 

main switching modes: bipolar nonlinear, bipolar linear, nonpolar bistable, and nonpolar 

threshold switching, as schematically shown in Figure 1 (a-d) (taken from [16]). It has been 

proposed [14-16] that four main driving forces are responsible for the different switching 

behavior: electric potential gradient (field drift), electron kinetic energy (electromigration), 

species concentration gradient (Fickian diffusion), and temperature gradient (thermophoresis, or 

the Soret effect). These driving forces may work independently or together to produce the 

switching types in Figure 1 (a-d). However, the microscopic picture of how exactly these factors 

drive the mobile species to generate a particular type of switching is still under debate. 

Figure 1. Schematics of conduction channels (red) in switching matrix materials (blue) in 
four typical switching devices, where both electric field and Joule heating drive the 

switching. The grey arrows indicate the idealized ionic motion. The inset to each 
schematic shows typical switching current–voltage curve.
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       There has been significant modeling effort [21,22,23,24,25,26,27,28,29] to facilitate the 

understanding of switching physics in memristive devices. One branch of analysis focused on 

extracting proper expressions for state variables on a circuit level by carefully fitting 

experimental data [21,22]. While useful in particular applications, this approach cannot aid in the 

understanding of microscopic switching mechanisms and general device modeling. Another 

branch of the effort focused on providing a model based on numerical solutions of one-

dimensional (1D) coupled drift-diffusion equations for electrons, holes, and ions [23]. Although 

this model provided certain insight into the switching dynamics, it neglected the very important 

thermal effects and oversimplified the treatment of electron transport. Furthermore, modeling of 

Joule heating effects has been either limited to analytic compact models [24,25], extracted from 

fitting experimental data, or steady-state heat flow simulation for given heat source [26]. In other 

work, an electro-thermal simulation was performed in an attempt to take into account both 

electrical and thermal effects simultaneously [27,28]. However, the treatment of electrical 

conduction was overly simplistic, with the underlying assumption that the device is a “metal” 

with a given temperature-dependent conductivity. In another effort, more physics were included 

in the electrical transport model by solving a 1D Soret-Fick continuity equation for ions in 

cylindrical coordinates [29] using a known temperature profile obtained in [25]. However, until 

now there has been no reported work that treated on an equal footing the electrical transport of 

electrons, holes, and ions/vacancies, and thermal Joule heating effects.

1.2.  Overall Description of the MCT Simulator

We have developed a physics-based continuum model that treats the transport of electrons, holes, 

and ions/vacancies, together with the Joule heating, on an equal footing for realistic geometries. 

Namely, we have created a MCT Simulator that solves simultaneously the following coupled 

differential equations: the time-dependent drift-diffusion equations for electrons, holes, and 

ions/vacancies, the time-dependent lattice heat equation, and the Poisson equation for all charged 

species in three spatial dimensions (see the next Section). The drift-diffusion equation for each 

species includes field drift currents due to electric potential gradients, concentration gradients 

(Fickian diffusion), and temperature gradients (Soret effect). The heat equation contains Joule 

heating contributions from all the species. 
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       We have implemented the continuum memristor transport model in the Charon code, which 

is Sandia’s multi-dimensional semiconductor device transport simulator. It is built upon the 

Trilinos/Panzer toolkit that provides cutting-edge mathematical libraries, discretization utilities, 

and distributed parallel capability. It solves the drift-diffusion equations for electrons and holes 

in semiconductor devices [30]. The code is naturally applicable to 1D/2D/3D devices with 

distributed parallel capability. This allowed us to simulate real, 3D memristive devices. 

       During the development of the MCT Simulator, we faced a number of challenges. Firstly, 

the specific combination of charge transport and switching mechanisms in TMO memristors 

were still a subject of debate during this time [21-29]. Secondly, material properties in TaOx 

materials were not well known and could vary significantly from device to device due to process 

variation. To mitigate these challenges, we leveraged knowledge gained from the NTM LDRD 

and HP CRADA, as well as other published papers, to identify the proper physical models for 

electrical mobility, diffusion, and Soret coefficients, and to calibrate necessary parameters. We 

have implemented new physical effects and models which have allowed us to accurately 

simulate resistive switching effects in TaOx memristors and obtain the corresponding electrical 

characteristics. In particular, we did the following:

• Augmented Charon with the fully-coupled electrical transport equations for different 

charge carrier species.

• Added Soret effects and thermal transport equations for self-heating analysis.

• Performed identification and calibration of sophisticated physical models and materials 

parameters for TaOx devices.

• Identified criteria of importance of chemical reactions in memristive switching and 

studied numerous transport mechanisms in TaOx materials.

• Successfully validated the MCT Simulator on the existing experimental data.

• Created a design tool that allows accurate prediction of memristor electrical 

characteristics.

In the following sections, we discuss the details of the implementation and validation of the 

multiple-charge species transport equations and the Soret/self-heating effects. In doing so, we 

will explain the material models used to simulate switching in TaOx memristors, and will 

demonstrate the very good agreement between our simulated results and experimental data.
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2.  FULLY-COUPLED THERMO-ELECTRICAL TRANSPORT MODEL 

In this section, we present the details of the fully-coupled thermo-electrical transport model 

implemented in the Charon TCAD tool as the MCT Simulator. 

2.1. Transport Equations

Our fully-coupled electrical and thermal transport model includes all of the most important 

processes that govern the switching dynamics of oxide-based memristors and treats the transport 

of electrons, holes, and vacancies together with Joule heating on an equal footing. Namely, we 

solve simultaneously the five coupled partial differential equations (PDEs): 

 \* MERGEFORMAT (1)0 ( ) ( )r Vq p n n C          

 \* MERGEFORMAT (2)1
n net

n R
t q

  


J

 \* MERGEFORMAT (3)1
p net

p R
t q
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 \* MERGEFORMAT (4)1V
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n
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 \* MERGEFORMAT (5)  ( )L Lc T T H
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Equations \* MERGEFORMAT (2)-\* MERGEFORMAT (4) are the time-dependent continuity 

equations governing the transport of electrons (denoted as n), holes (p), and oxygen vacancies 

(nV), respectively. For simplicity, we assume that oxygen vacancies behave as positive, singly 

charged particles throughout this report. Rnet represents a net recombination rate due to all 

possible electron-hole generation / recombination processes, while possible reactions between 

oxygen vacancies and electrons / holes are neglected. The Poisson equation \* 

MERGEFORMAT (1) captures the electrostatic effects from all charged species, where C 

represents a net positive charge from fixed dopants, i.e., C = ND
+ - NA

-, with ND
+ being fixed 

donors, and NA
- fixed acceptors. Note the left hand side of the Poisson equation uses (ϕ-θ) instead 

of ϕ alone, since ϕ here is chosen to be the intrinsic Fermi potential (i.e., negative of the intrinsic 

Fermi level), and θ is a band structure parameter and chosen such that (ϕ-θ) represents the 
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vacuum potential. Specifically, θ is chosen to be the difference between the vacuum energy level 

and the intrinsic Fermi level, and is given by

 

 \* MERGEFORMAT (6)1 1 1 ln
2 2

C
g B

V

NE k T
q N

 
  

    
   

where χ, Eg, NC, and NV are the electron affinity, band gap, electron effective density of states, 

and hole effective density of states, respectively, of the material used. Additonally, T is the 

lattice temperature, q is the elemental charge, and kB is the Boltzmann constant. In a homo- or 

hetero-junction device with a spatially varying temperature, the vacuum potential satisfies the 

Poisson equation. However, solving the vacuum potential directly from the coupled PDEs often 

shows numerical convergence problems [31]. Hence a more robust and popular choice is to 

rewrite the Poisson equation in the form of Eq. \* MERGEFORMAT (1) and solve for the 

intrinsic Fermi potential, an approach also widely used in commercial TCAD codes [32]. 

Equation \* MERGEFORMAT (5) is the time-dependent Fourier heat equation which models the 

Joule heating effect. 

       The current densities for electrons, holes, and vacancies include contributions from the field 

drift due to the potential gradient, Fickian diffusion due to the concentration gradient, and the 

Soret effect due to the temperature gradient. They are given by Eqs. \* MERGEFORMAT (7)-\* 

MERGEFORMAT (9):

 \* MERGEFORMAT (7)n n n B nqn qD n k n T     J F

 \* MERGEFORMAT (8)p p p B pqp qD p k p T     J F

 \* MERGEFORMAT (9)V V V V V V V Vqn qD n qD S n T    J v

Where  is the electric field. Equations \* MERGEFORMAT (7)-\* MERGEFORMAT  F

(8) are the standard drift-diffusion equations including temperature gradient for electrons and 

holes, and can be derived [33] from the well-known semi-classical Boltzmann transport equation 

under various assumptions. The electron (hole) mobility is related to the electron (hole) diffusion 

coefficient through the Einstein relation, i.e., Dn / µn = Dp / µp = kBT / q, for Boltzmann statistics. 

The three terms in Eq. \* MERGEFORMAT (9) for the vacancy current density show the same 

signs as those of holes in Eq. \* MERGEFORMAT (8), which is consistent with the assumption 

that vacancies and holes are both positively charged. The third term in Eq. \* MERGEFORMAT 
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(9) describes the Soret effect and is taken from Ref. [34]. The models for the vacancy velocity, 

diffusion and Soret coefficients will be discussed in a later section. It is noted that for electrons 

and holes, high-doping effects such as band gap narrowing and Fermi-Dirac statistics are also 

included. When Fermi-Dirac statistics is used, the D/µ relation is modified to include the Fermi-

Dirac integrals, i.e.,  , where F1/2(ƞ) and F-1/2(ƞ) are Fermi-Dirac integrals of 1/2

1/2

( )
( )

B Fk TD
q F


 



1/2 order and -1/2 order respectively.    

       The heat generation in Eq. \* MERGEFORMAT (5) can be modeled with different levels of 

sophistication [35,36,37,38,39,40]. Because it is generally accepted that Joule heating is the most 

dominant heat generation source in memristive devices, we model the heat generation as

 \* MERGEFORMAT (10)  ( 3 )n p V net g BH R E k T     J J J F

which includes Joule heating due to all charge carriers and contribution from possible electron-

hole recombination processes. 

Equations \* MERGEFORMAT (4)-\* MERGEFORMAT (6), the last (Soret) terms in 

equations \* MERGEFORMAT (7) and \* MERGEFORMAT (8), equations \* 

MERGEFORMAT (9) and \* MERGEFORMAT (10) have been implemented within the 

Memristor Simulation LDRD to augment equations \* MERGEFORMAT (1)-\* 

MERGEFORMAT (3) that already existed in Charon.

2.2. Rigid Point Ion Model

The velocity of vacancies in memristors is widely modeled using the rigid point ion model [41,42,

43]. However, the original model in Ref. [43] was proposed only for one spatial dimension (1D), 

and subsequent papers also describe the model in 1D only. To extend the model to multi-

dimensional applications, we apply the model in all spatial dimensions. That is, each component 

i (i = x, y, z) of the velocity is given by the rigid point model as

 \* MERGEFORMAT (11), 2 exp sinh sinh( / ), where , ,
2

a i
V i V c i c

B B

E qaFυ fa F F F i x y z
k T k T


   

     
   

  

Where f is the frequency of escape attempts, often in the range of 1012 -1013 Hz, and a is the 

periodicity of lattice sites, in the range of a few Angstroms, while Ea is the activation energy 

representing the energy barrier for ions/vacancies to surmount and its value varies significantly 

in literature. Additionally, Fi is the ith component of electric field, Fc denotes the critical field and 



19

is equal to Fc = 2kBT/(qa), and µV  denotes the ion mobility which is given by Eq. \* 

MERGEFORMAT (12). The vacancy diffusion coefficient is computed using Eq. \* 

MERGEFORMAT (13). 

 \* MERGEFORMAT (12)
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B B

Eqfa
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       It is clear from Eq. \* MERGEFORMAT (11) that the vacancy velocity shows a very strong 

dependence on temperature and electric field. Figure 2 shows the vacancy velocity in 1D as a 

function of electric field at temperatures of 300 K to 1000 K in 100 K intervals for a given set of 

parameters where f = 1012 Hz, a = 0.1 nm, Ea = 0.8 eV. It is seen that for temperatures in the 300 

K to 600 K range, an increase of 100 K in temperature leads to an increase of vacancy velocity 

by several orders of magnitude, while for higher temperatures, the increase of vacancy velocity 

with temperature significantly less pronounced. On the other hand, the vacancy velocity 

increases linearly with electric field until the field exceeds a critical value, beyond which the 

velocity increases exponentially with field. 

Figure 2. Vacancy velocity dependence on electric field and temperature for a given set 
of parameters where f = 1012 Hz, a = 0.1 nm, Ea = 0.8 eV.
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       It is seen that with the rigid point ion model the vacancy diffusion coefficient has an 

Arrhenius dependence on the temperature. During simulation, in order to prevent an unphysical 

piling-up of vacancies, the vacancy diffusion coefficient used in the Fickian diffusion term is 

artificially increased as a function of increasing vacancy density according to DV = DV,RPI / (1-

nV/nV,max), where DV,RPI is determined by the RPI model [i.e., by Eq. \* MERGEFORMAT (13)], 

nV is the vacancy density, and nV,max represents the maximum allowed oxygen vacancy density. A 

similar approach was used in Ref. [44] to avoid an unphysically large vacancy density.

2.3. Boundary Conditions
The boundary conditions (BCs) for electric potential, electron density, and hole density are of 

two types: homogenous Neumann and Ohmic. All non-Ohmic boundaries satisfy the 

homogenous Neumann condition, i.e., , where  denotes the outer 0n p   
  

      J J 


normal of a boundary. Ohmic BCs are determined by charge neutrality and thermal equilibrium 

conditions. Both Fermi-Dirac and Maxwell-Boltzmann statistics are considered in determining 

the Ohmic BCs. However, for simplicity, the following description assumes Boltzmann statistics. 

Namely, at Ohmic boundaries, we have

 \* MERGEFORMAT (14)0 0 0Vp n n C   

 \* MERGEFORMAT (15)2
0 0 ien p n

Where Va is the applied voltage. The equilibrium electron and hole densities are given by
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The conduction and valence band edges are related to the electric potential through the following 

expressions:  and . Using these relations and Eqs. \* C vacE E q q        V C gE E E 

MERGEFORMAT (14) -\* MERGEFORMAT (17), we can obtain the carrier densities and 

electric potential at Ohmic boundaries. Specifically, for n-type material, we have
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For p-type material, the corresponding expressions are 
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       The BC for vacancies is homogenous Neumann for the entire simulation domain, i.e., 

, indicating that the total number of vacancies in the domain is constant. This all-0V 


 J

Neumann BC requires that all simulations involving the vacancy transport must be transient and 

run for sufficient time so as to reach steady-state, if steady-state results are needed, since DC-

type simulations cannot produce unique solutions due to the all-Neumann BCs. 

       The BCs for the temperature equation are of three different types: (i) temperature is a user-

defined constant at Dirichlet boundaries which mimic perfect heat sink, i.e., , where Text is extT T

a user-defined external temperature; (ii) inhomogeneous Neumann BC which mimics non-ideal 

heat sink, i.e.,  or , where κL is the constL T 


   ( ) / ( )L ext th th extT T T R G T T 


     

thermal conductivity, Rth (Gth) is the thermal resistance (conductance) of a heat sink; (iii) 

homogenous Neumann BC at all other boundaries, i.e., . 0L T 
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2.4. Discretization and Stabilization

To implement the coupled equations, we first need to scale the equations into a form that is 

dimensionless. The reason for this scaling is that the basic unknown variables of electron density 

(n), hole density (p), and vacancy density (nV) are usually large numbers (e.g., on the order of 

1019 cm-3 for n) and can vary by many orders of magnitude in a device, which would lead to a 

highly ill-conditioned system matrix after discretization that is very difficult to solve. Hence, the 

standard practice is to introduce scaling factors and scale the equations into a dimensionless 

form. The most widely used scaling factors and the ones used in Charon are given in Table 1.  

Scaling Factors Used . After scaling, Eqs. \* MERGEFORMAT (2)-\* MERGEFORMAT (5) 

become
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Where all quantities are in scaled units. 

Table 1.  Scaling Factors for the Coupled Thermo-Electrical Transport Equations 

Quantity Symbol and Unit Value

Coordinate scaling X0    [cm] User-defined, 10-4 by default

Concentration scaling C0    [cm-3] User-defined, ni by default

Diffusion coefficient scaling D0    [cm2/s] User-defined, Dn of Si by default

Temperature scaling T0    [K] User-defined, 300 K by default

Voltage scaling V0    [V]    kBT0 / q

Mobility scaling µ0    [cm2/(V.s)] D0 / V0

Source scaling R0    [cm-3. s-1] D0C0 / X0
2

Time scaling t0     [s] X0
2 / D0
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Electric field scaling E0    [V/cm] V0 / X0

Current density scaling J0     [A/cm2] qD0C0 / X0

Heat generation scaling H0    [W/cm3] cL0T0 / t0

Heat capacity scaling cL0   [J/(cm3.K)] User-defined

Thermal conductivity scaling κL0   [W/(K.cm)] H0X0
2 / T0

Laplacian scaling λ2     [1] V0ε0 / (qC0X0
2)

       Next, the equations need to be discretized in the space and time domains. Both finite volume 

and finite element (FE) methods have been considered for spatial discretization. In the following, 

the FE discretization method is described for the coupled equations. Within the FE method, the 

equations need to be converted into the FE integral weak form. The Galerkin FE weak forms of 

the equations are given below
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where w is the FE nodal basis function. For the time domain discretization, the backward Euler 

approach (i.e., implicit Euler) is used, which is an unconditionally stable method. Therefore, the 

numerical stability of the discretized equations depends mainly on the spatial discretization. 

Equations \* MERGEFORMAT (29) and \* MERGEFORMAT (33) are generally stable with the 

FE discretization and do not need using any stabilization scheme. However, Eqs. \* 

MERGEFORMAT (30)-\* MERGEFORMAT (32) are convection-diffusion problems, which are 

well-known to require stabilization when discretized by the FE method. 

       Three popular FE stabilization schemes have been considered and implemented, including 

the Streamline Upwind Petrov Galerkin (SUPG) [45], the Symmetrized Exponentially Fitted 

Flux Galerkin (Sym-EFFG) [46], and the non-symmetrized EFFG [47] methods. For the SUPG 
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and Sym-EFFG schemes, an additional stabilization term is added to the Galerkin weak forms of 

the carrier continuity equations, i.e., Eqs. \* MERGEFORMAT (30)-\* MERGEFORMAT (32), 

in order to improve numerical stability. For the following stabilization description, the electron 

continuity equation is used as an example. The same stabilization methods are also applied to the 

hole and vacancy continuity equations. 

       The SUPG stabilization term for the electron continuity equation takes the form of 
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where vn,eff is the electron effective velocity vector, gc is the finite element contravariant tensor, 

Dn is the electron diffusion coefficient, and pn is the electron Peclet number. The effective 

velocity in the stabilization term comes from the current expressions. After scaling, the currents 

in Eqs. \* MERGEFORMAT (7)-\* MERGEFORMAT (9) become  
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It is seen that the effective velocity includes the drift component due to the electric field as well 

as the temperature gradient contribution. The τ parameter and the integrand of the SUPG 

stabilization term are evaluated at each integration point inside a finite element. There are a 

variety of choices described in the literature for the τ parameter. A certain choice of the τ 

parameter may work well for one set of problems, but may not be good for another set of 

problems, hence it is an art to choose the right τ expression to achieve the desired stabilization 

for a given problem.  

       The Sym-EFFG stabilization term is given below

 \* MERGEFORMAT (38)
~ ~

( ) ( )
( ) ( ) ( ) ( )

ij ij

ij j i ij ij j i ij
e E e E

n w d n n w w d
 

     
 

       u u

with  1coth( )
2

ij ij
ij ij ij ij ij

ij ij

v h
D p p p

p D


 
    

 
,  



25

where E(Ω) denotes a finite element, eij denotes an edge starting with the node i and ending with 

the node j in an element, Dij is the edge diffusion coefficient, vij is the effective edge velocity, hij 

is the edge length, pij is the edge Peclet number, and uij is the edge basis vectors. ni and nj are the 

electron density at node i and j, while wi and wj are the FE nodal basis function at node i and j. It 

is seen that the Sym-EFFG stabilization uses the edge lifting technique and results in symmetric 

diffusion for stabilization. Compared to the SUPG scheme, the Sym-EFFG stabilization does not 

use any tunable parameter. Furthermore, it contains the SUPG stabilization term with the choice 

of τ given in Eq. \* MERGEFORMAT (34) and crosswind diffusion (e.g., in the direction 

perpendicular to the dominant velocity direction), as shown in Eq. \* MERGEFORMAT (39)

 \* MERGEFORMAT (39)
 1 2

2
~ ~

2
,

( ) ( ) ( )( ) ( )( )eff
eff eff

v v
n w n w n w 



     
 

      
v

v v

where the first term on the right hand side represents the SUPG stabilization, and the second 

term indicates the crosswind diffusion. Therefore, the Sym-EFFG stabilization is more diffusive 

and consequently results in a better stabilization effect than SUPG when the crosswind velocity 

is strong. On the other hand, if the crosswind velocity is small, the Sym-EFFG and SUPG 

methods produce a similar stabilization effect. 

       The non-symmetrized EFFG method does not add a stabilization term to the Galerkin weak 

form, but directly modifies the weak form. Namely, instead of using the nodal current flux vector 

as in the Galerkin weak form, the EFFG method uses the edge-lifted current flux given by Eq. \* 

MERGEFORMAT (41)
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The EFFG method is the foundation from which the Sym-EFFG scheme was derived. The two 

methods are the same for Cartesian mesh, but the Sym-EFFG method is more diffusive than 

EFFG for non-Cartesian mesh. 

       The three stabilization schemes were applied to the coupled thermo-electrical transient 

simulations of a titanium oxide memristor defined with a uniform Cartesian mesh. For this 

problem, the dominant velocity is along the direction of the device length, hence the crosswind 

velocity is negligible. Additionally, the mesh is uniform in Cartesian coordinates. The three 
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stabilization schemes are expected to produce nearly the same stabilization effect. Figure 2 

shows the electron density color contour plots at the steady state obtained by applying the three 

stabilization schemes to the coupled thermo-electrical transient simulations of a titanium oxide 

memristor. It is evident that when no stabilization is used in solving the problem, the electron 

density shows clear spatial oscillations in the right-side region as shown in the top left panel, 

whereas the three stabilization schemes produce the same results, as expected. 

Figure 3. Electron density color contour plots at the steady-state obtained by applying 
the three stabilization schemes to the coupled thermo-electrical transient simulations of 

a titanium oxide brick

       The fully-coupled transport equations with appropriate physical models and boundary 

conditions are implemented in Charon [48], a multi-dimensional parallel TCAD code developed 

at Sandia National Labs. Charon supports both finite element and finite volume discretization 

methods. For finite element discretization, it provides several stabilization schemes as described 

above. Charon is built on the open-source Trilinos libraries [49] that provide cutting-edge 

capabilities for solving nonlinear PDEs, including discretization utilities, nonlinear and linear 

solvers, MPI parallel capability, automatic differentiation, and many more. The device structure 

and mesh is created in Cubit [50] and then used as input to Charon. Simulation results from 

Charon can be visualized and analyzed in ParaView [51]. Charon can be used to simulate 
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arbitrary 1D/2D/3D device geometry, supports multi-physics capability (i.e., allowing for solving 

different equations in different regions), and allows for running thousands of large simulations 

simultaneously on high performance computing clusters.
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3.  VERFICATION OF THE TRANSPORT MODEL

In this chapter, the thermo-electrical transport model implemented in Charon is applied to 

simulate several scenarios corresponding to different levels of verification and validation of the 

Simulator. 

3.1 Verification of the Heat Equation in a Silicon Block

As a first test, we apply the Simulator to solving the heat equation and compare the results to 

analytic solutions. That is, we use Charon to solve the dimensionless heat equation, i.e., Eq.\* 

MERGEFORMAT (5),  in a silicon block with different H and κL values, and compare the 

simulated results with analytic solutions. The simulated temperature color contours for different 

H and κL values are given in Figure 4 below, where the color legends indicate the temperatures in 

units of 300 K. The x-direction line cuts of Figure 4 results are plotted as symbols in Figure 5, 

where the black color corresponds to Figure 4(a), blue corresponds to Figure 4(b), and red 

corresponds to Figure 4(c). The analytic solutions of the heat equation are plotted as solid lines 

in Figure 5. It is clear that the simulated results very nicely coincide with the analytic solutions, 

which verifies the accuracy of the implemented heat model. 

                    
Figure 4.  Simulated temperature color contours in a silicon block for different H and κL 

values.

H = 2, κL = 0.5 
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Figure 5.  Comparison of simulated results with analytic solutions for the heat equation.

3.2 Verification of the Self-Heating in a Silicon PN Diode

This section verifies the electrical-thermal transport model for electrons and holes in a silicon PN 

diode. The Charon simulator is used to solve the Poisson equation, the electron and hole 

continuity equations, and the temperature heat equation, while the vacancy continuity equation is 

not solved here. This model allows us to simulate the self-heating effect in a semiconductor 

device, and is used to simulate a silicon PN diode under three different scenarios. For all three 

cases, the simulated silicon PN diode was arbitrarily chosen to be 1-µm long and 0.5-µm wide 

with the abrupt PN junction located at 0.5-µm.

       The first two scenarios [i.e., case (A) and (B)] are shown in Figure 6, where the acceptor and 

donor doping are both equal to 1016 cm-3 (i.e., Na = Nd = 1016 cm-3). The difference between the 

two cases is the temperature boundary condition: the temperature is fixed at 300 K at the two 

side boundaries for case (A), while the temperature is set to 600 K at the left side boundary and 

300 K at the right for case (B). The carrier mobilities were computed using the Arora model [52]. 

The Shockley-Read-Hall (SRH) recombination model was enabled with concentration dependent 

carrier lifetimes [53].  Due to the relatively low doping, Boltzmann statistics was used. The 

thermal conductivity was computed using the temperature dependent model in Ref. [54], while 
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the heat capacity value was irrelevant here since the simulations were performed in the steady-

state regime. 

            

Figure 6.  Test case (A) of the PN diode with Na = Nd = 1e16 cm-3 and T = 300 K at the two 
side boundaries; test case (B) with the right side fixed at 300 K while the left side set to 

600 K.

       The simulated current-voltage relations for cases (A) and (B) are plotted in Figure 7, 

together with the isothermal simulation results that were obtained by solving the Poisson 

equation simultaneously with the electron and hole continuity equations for a constant 

temperature of 300 K. It is seen that for the simulated voltage range, the currents of case (A) are 

nearly the same as those of the isothermal case, due to the fact that the Joule heating in case (A) 

was negligible and the side boundaries were fixed at 300 K. On the other hand, the results of case 

(B) are obviously different from case (A) and the isothermal case, especially for voltages less 

than 0.9 V. The large difference is because case (B) has a significant temperature gradient across 

the device, which contributes significantly to the current, especially for lower voltages. In fact, 

for voltages <= 0.3 V, the contribution from the temperature gradient is so dominant that the 

current is in an opposite direction as indicated by the empty squares. 
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Figure 7.  Current-voltage relations for the cases (A) and (B) given in Figure 6 and for the 
isothermal case.

       The above two examples demonstrate that the coupled thermo-electrical transport model in 

Charon for electrons and holes indeed produces expected qualitative results for a silicon PN 

diode. It is noted that both cases produce very small Joule heating due to the relatively low 

doping and moderate voltage bias, and hence the self-heating effect is not visible. To observe the 

self-heating effect due to Joule heating and to perform quantitative comparison, a third example 

[case (C)] was created, which used the same silicon PN diode structure but with a high doping 

value of Nd = Na = 1019 cm-3. The two side boundaries were also fixed at 300 K, similar to case 

(A). To quantitatively verify the accuracy of the thermo-electrical transport model, the Charon 

simulation results were compared with those results obtained using Atlas [55]. The simulated 

current-voltage curves are shown in Figure 8, and the spatial temperature profiles under several 

voltages are given in Figure 9. 

       It is clear from Figure 8 that the Charon simulation results (noted as Charon2 in the figure 

legend) agree very well with those of Atlas for both isothermal and non-isothermal cases. Due to 

the significant Joule heating at high bias (above 1.4 V), the simulated non-isothermal currents are 

substantially lower than the isothermal values, which is a well-known self-heating effect in 

semiconductor devices. The temperature profiles in Figure 9 show that the two codes produce 

similar temperatures for voltages  1.6 V. However, a peak difference on the order of 25% is £

observed at 1.8 V between the two codes. This relatively large difference in temperature at very 

high bias was not thoroughly investigated due to project time constraints, but fortunately, it 
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produces only about a 5% difference in currents between Charon and Atlas because the drift term 

dominates the current at such high bias. 

Figure 8.  Comparison of current-voltage curves between Charon and Atlas for a silicon 
PN diode.

  

Figure 9.  Comparison of temperature spatial profiles under several bias conditions 
between Charon and Atlas for the silicon PN diode.
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3.3 Simulation of Titanium Oxide Memristor

This section verifies the isothermal drift-diffusion model for electrons, holes, and vacancies. The 

Charon simulator is used to simulate the carrier transport in a titanium oxide (TiOx) memristor, 

where the Poisson equation and the continuity equations for electrons, holes, and vacancies are 

solved, while the temperature is fixed at 300 K. The simulation is based on the TiOx memristor 

in Ref. [56], which is a 50-nm long TiOx film containing charged mobile n-type vacancy dopants 

with a distribution confined by the left and right electrodes and charged fixed p-type dopants. 

The left electrode is electrically grounded, while the right electrode is connected to a voltage 

source. For simulation and comparison purposes, the device is treated as 1D, though Charon can 

be equally applied to simulate 1D/2D/3D devices. Charon simulation results are compared with 

those of Ref. [56] for verification.  

       Figure 10 compares the simulated stationary resistance states between Charon and Ref. [56] 

for different positive voltages applied to the right-hand electrode. It is clear that all of the Charon 

results are in excellent agreement with those of the reference. The left column corresponds to the 

simulation results of Charon, while the right column represents to those of the reference. In panel 

(a), the black dotted, solid, dashed, and dot-dashed lines correspond to the equilibrium 

concentration profiles for the vacancy density, ND(x), under zero bias with ND
* / ND0 ratios equal 

to 0.01, 0.1, 1, and 10, while the concentration of immobile acceptors is always NA/ND0 = 0.01. 

The acceptors are uniformly distributed through the device. ND
* is the average concentration of 

mobile vacancies, i.e., ND
* = ∫ND(x)dx / L, with L being the length of the device. ND0 is set to 

5×1020 cm-3. In panels (a-c) the colored lines represent the steady-state profiles of the 

corresponding property for several applied voltages and ND
* / ND0 = 0.1. The voltages in the 

reference are expressed in units of the thermal voltage, V0 = kBT/q, while the same set of 

voltages are expressed in units of Volts in the Charon results. 
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Figure 10. Comparison of stationary resistance states between Charon (left panel) and 
the reference (right panel) for different positive voltages applied to the right-hand 
electrode: (a) mobile vacancy concentration, (b) zero-bias potential, and (c) frozen 

configuration I-V characteristics for positive voltage sweeps.

       Each curve in panel (a) was obtained by running a transient Charon simulation for a long 

enough time to reach steady state at a given voltage, and then the vacancy spatial profile was 
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extracted at steady state. As the applied voltage at the right electrode increases, the steady-state 

vacancy profiles are pushed further away from the right side. For each steady-state vacancy 

profile in panel (a), we froze the vacancy profile (i.e., the vacancies behave as immobile n-type 

dopants) and ran Charon drift-diffusion simulations without the vacancy continuity equation to 

obtain the DC current-voltage curves from which the resistances can be extracted. Panel (b) 

shows the conduction band profiles at zero bias for the frozen steady-state vacancy profiles. The 

band profiles indicate that a higher positive voltage at the right electrode causes positive mobile 

vacancies to drift further away from the right and results in effectively complete mobile vacancy 

depletion from the right side. Once the concentration of mobile vacancies in this region falls 

below that of the fixed acceptors, the device doping profile goes from n+-n-n+ to n+-n-p-n+. The 

p-type region produces a potential energy barrier for electrons, a barrier which becomes higher 

for a larger applied voltage than that was used to produce the frozen steady-state vacancy 

profiles. The corresponding current-voltage curves are shown in panel (c) for the frozen steady-

state vacancy profiles in panel (a). It is seen that the device indeed shows an ON-state with the 

lowest resistance and also an OFF-state characterized by a strongly nonlinear I-V relation. 

       Figure 11 shows a comparison of dynamical vacancy spatial profiles between Charon (left 

panel) and the reference (right panel). It is evident that Charon results agree very well with those 

in the HP paper, except that the time scale may be different, due to the unknown t0 parameter 

used in the paper. Panel (a) shows the changing of the vacancy profile with time as the device 

switches from ON-state to OFF-state due to a positive 3 V applied to the right electrode. Initially, 

the vacancies are nearly uniformly distributed in the device, which results in a low resistance 

state, defined as ON-state. As a positive voltage is applied to the right side, vacancies drift 

towards the left side due to their positive charges. As the time increases, more vacancies move to 

the left side, and a potential barrier is formed in the right region, turning off the device. If the 

positive voltage is applied for a long enough time, the drift of vacancies will be balanced by the 

vacancy diffusion, leading to a steady-state OFF-state. Starting from the OFF-state, a negative 

3V at the right electrode attracts the vacancies back toward the right side, as shown in panel (b). 

However, this time evolution of the vacancy distribution for switching back to the ON-state is 

not the time-reversed image of the OFF-switching motion, which results in the hysteresis 

characteristics of the TiOx memristor. 
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Figure 11.  Comparison of dynamical vacancy profiles between Charon (left panel) and 
the reference (right panel): (a) ON-to-OFF switching with 3 V applied to the right 
electrode, and (b) OFF-to-ON switching with -3 V applied to the right electrode. 
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4.  EFFECTS OF FIRST ORDER DEFECT CHEMISTRY ON THE DRIFT-
DIFFUSION MODELING OF OXIDE-BASED MEMRISTORS

4.1 Introduction

As silicon-based memory technologies rapidly approach scaling limits, the semiconductor 

research community is actively pursuing novel, "Beyond Moore", device technologies to replace 

static random access memory (SRAM), dynamic RAM (DRAM), and flash memories. In fact, 

several candidate technologies have emerged in recent years as possible replacements for the 

aforementioned technologies [57,58]. One particularly promising technology that has been 

identified as such by the International Technology Roadmap for Semiconductors (ITRS) is 

resistive RAM, also known as redox, memristive memory, or ReRAM. Resistive memory is 

particularly attractive as a possible universal or storage class memory (SCM) technology due to 

its superb scalability, high switching speed, and low voltage operating characteristics [59,60,61,62,

63,64]. As schematically depicted in Figure 12, one possible realization of ReRAM is that of a 

metal-insulator-metal (M-I-M) "memristor" structure embedded within the metal layers of a 

silicon-on-insulator (SOI) technology [65].

Examples of commonly used insulators being investigated for ReRAM memory devices are 

transition metal oxides (TMOs) such as sub-stoichiometric tantalum pentoxide (TaOx), titanium 

dioxide (TiOx), and hafnium oxide (HfOx) [61,62]. In this work we focus on tantalum oxide and 

titanium oxide memristors, as they are the subject of joint experimental efforts [66,67,68,69,70,71]

.

The switching mechanism in TaOx and TiOx memristors that alters the state of the device 

between that of a high resistance off-state and that of a low resistance on-state is believed to 

involve defect chemistry reactions and migration of oxygen anions and neutral and positively 

charged oxygen vacancies. These processes lead to the formation of Ta- or Ti-rich conducting 

filaments [67,72]. Voltage sweeps conducted on these and other oxide-based memristors induce 

changes to the oxygen vacancy concentration profiles in the device. The result is a characteristic 

I-V hysteresis whereby one of the two paths of the hysteresis curve in the low-voltage bias 

regime represents a high resistance off-state and the other a low resistance on-state.

Shown in Figure 13 are the characteristic I-V hysteresis curves for an M-I-M experimental 

device that was fabricated and tested at Sandia National Laboratories (SNL). For the curves
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Figure 12. Schematic illustration of a plausible scheme to integrate a TaOx memristor 
within the back-end metal layers of a SOI CMOS process [65]. 

Figure 13. Hysteresis I-V characteristics of a TaOx memristor fabricated and tested at 
SNL. The arrows indicate the direction of the voltage sweep and the corresponding 

labels denote the state (high/low resistance) of the memristor. The dashed box indicates 
the read window.
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shown in Figure 13, the memristor structure consisted of a 10nm thick TaOx layer, a 15nm Ta 

layer, and top and bottom titanium nitride (TiN) electrodes that were 60nm and 20nm thick, 

respectively. The dashed box in Figure 13 denotes the memory-state "read" window. This is a 

low voltage regime that will not induce a change to the resistance of the device. Details of the 

fabrication process and experimental details are given in [73,74].

On/Off state changes to the device are caused by an alteration of the oxygen vacancy 

concentration profile in both the oxide (insulator) region and in any reactive electrodes. These 

changes are governed by the evolving oxide defect chemistry that is controlled by Joule heating 

and high electric-field processes. Accordingly, these devices require an initial electroforming 

cycle in order to induce oxygen-vacancy rich filament regions that form a low resistance 

channel. When applying higher voltages to the device, outside those of the read window, state 

changes can be induced. 

A physics-based model for the device transport mechanisms, applicable for transport through 

the metal-insulator interfaces and in the bulk of the oxide, requires a treatment of tunneling at the 

metal-insulator interfaces. In this chapter, however, we present a phenomenological model of 

transport, relatively easy to implement in a computer code, in which we examine the impact of 

oxygen vacancy defect chemistry on transport in oxide-based memristors. This model is 

implemented as an extension to the well-established drift-diffusion formalism of semiconductor 

transport that has recently been applied to the simulation of memristor behavior by D.B. Strukov 

and R.S. Williams [75] (Note: We are also conducting a parallel research effort of a physics-

based model [76], beyond the scope of this publication, which includes interface tunneling 

mechanisms).

In the Strukov and Williams model, memristor electrical characteristics are derived from a set 

of governing kinetic equations that describe the reactive transport of electrons, holes, and 

chemical species such as oxygen vacancies in the oxide portion of the memristor. However, the 

effects of reactive defect chemistry between oxygen vacancies are not included in their model. In 

this work, we include the effects of defect chemistry and despite not utilizing tunneling models 

to account for interface transport, we gain insight into the vacancy transport mechanisms, the 

strength of first order defect chemical reactions that occur in the oxide, and the resulting impact 
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of reactive defect chemistry on the device electrical characteristics. The details of our defect 

chemistry model are discussed in the next section.

4.2 REOS Model
 

Our defect chemistry model has been incorporated into the Sandia Radiation Effects in Oxides 

and Semiconductors (REOS) code [77]. For this phenomenological study, we model the system 

depicted in Figure 14, a simpler version than that of Figure 12, in which the 10nm length 

contacts are considered to act as Ohmic metal contacts for electron and hole current, in series 

with the oxide layer. The resistive properties of the contacts are therefore controlled by utilizing 

the doping concentration as a tuning parameter to calibrate the magnitude of the electronic 

current so as to be consistent with the effects of current limiting due to interface tunneling. 

Further details of Figure 14 will be explained in Section 4.3. Most importantly for our model, the 

metal contacts are assumed to be blocking for mobile oxygen vacancies (defects). Only electron 

and hole current flow is permitted across the oxide-metal interfaces. 

REOS solves the reactive transport equations for a set of carrier species for rectangular device 

structures defined by a spatially non-uniform mesh. The governing kinetic equation is given as

Figure 14. Schematic of simulated metal-insulating oxide-metal (M-I-M) memristor 
indicating the initial conditions for both types of simulations performed: Those with 

defect chemistry playing an active role in transport, and those without defect chemistry 
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being active. In both cases, the oxide/metal interfaces are assumed to be perfectly 
transmitting for electrons and holes (transport is negligible for holes) and perfectly 

blocking for mobile oxygen vacancies. 
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where  denotes the species concentration as a function of position and time .  ( ),i ic c tº r thi r t iJ

is the species current density, is the reaction rate for defect reaction ,  is the stoichiometric jR j i jv

coefficient that couples the strength of reaction  to the concentration of species , and  is the j i iG

net species generation rate for species generation processes other than those due to defect 

reactions, which we do not consider in this work, such as ionizing radiation incident upon the 

device. Furthermore, the species current density is given as

  \* MERGEFORMAT (43)i i i ic m= - ÑFJ

where  is the species mobility, and  is the electrochemical potential. In Equation \* im iF

MERGEFORMAT (43) the electrochemical potential is given as the sum of the electrostatic and 

chemical potential:

 \* MERGEFORMAT (44)i ij mF = - +

where  is the chemical potential for the species.im thi

The electrochemical potential of Equation \* MERGEFORMAT (44), a central quantity in our 

calculations, is individually determined for all species. It governs the rate of all chemical 

reactions and all transport phenomena via the potential gradient of Equation \* 

MERGEFORMAT (43). In thermal equilibrium, the electrochemical potential is constant 

throughout the device. An applied bias is manifested as the difference in the electrochemical 

potentials in the left and right-hand side electrodes, and the local densities of each carrier species 

are obtained from the energy difference between the species band edge and the electrochemical 

potential [78]

For the case of electrons in the near equilibrium approximation, we denote the chemical 

potential in Equation \* MERGEFORMAT (44)  as follows [79]: 

 \* MERGEFORMAT (45)( )0, logn n ckT n Nm m= +
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where  is a material dependent constant,  is the electron density, and  is the conduction 0,nm n cN

band thermal density of states. Additionally, the electrostatic potential  in Equation \* j

MERGEFORMAT (44) is obtained by self-consistently solving the Poisson equation with 

Equations \* MERGEFORMAT (42) and \* MERGEFORMAT (43) and is given as

 \* MERGEFORMAT (46)2j r eÑ = -

where  is the relative permittivity of the oxide, and the total charge density is given as e

 in which is the charge of species concentration .i i
i

cr n= å iv ic

In the drift-diffusion approximation that REOS uses to solve the Boltzmann Transport 

Equation (BTE), the key contribution to the current density arises from electrons and Equation \* 

MERGEFORMAT (43) can thus be expressed as

 \* MERGEFORMAT (47)n n nqn D nm j= Ñ + ÑJ

where  is the electron density,  is the electrostatic potential,  is the electron mobility, and n j nm

 is the electron diffusion coefficient. For all carrier species in our model the diffusion nD

coefficient and mobility are related by the Einstein relationship,

 \* MERGEFORMAT (48)i iu D kT=

Furthermore, REOS calculates displacement current in the determination of transient 

quantities, and Joule heating is accounted for by solving the Fourier heat equation self-

consistently with Equation \* MERGEFORMAT (42). For the results presented in this chapter, 

however, we assume a constant lattice temperature of T=300K for all species. 

As regards to the inclusion of defect chemistry in REOS, the electron emission-capture 

reaction in oxide-based memristors that occurs between neutral and single, positively charged 

oxygen vacancies [80] is the dominant defect chemistry mechanism of our model. We assume 

that the defect states form a set of dominant bands that exist on the order of ~0.1eV to ~0.3eV 

below the conduction band. Additionally, these shallow defect bands are likely to broaden within 

a few nanometers of the metal-oxide interfaces due to the presence of interface surface defect 

states. These assumptions support our assertion, beyond the scope of this paper, that a memristor 
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is similar to a leaky oxide-based capacitor in that the current transport through the device is 

governed by a common set of transport mechanisms [78].

Furthermore, although REOS can account for reactions involving double, positively charged 

oxygen vacancies, we omit such reactions as the defect level of double-charged vacancies is 

expected to be greater than 1.0eV below the conduction band [81]. Hence, the dominant electron 

emission-capture defect reaction that we consider in our model is given as

 \* MERGEFORMAT (49)0V e V+ + «

where  and  indicate a neutral and a positively charged defect state, respectively, and 0V V +

indicates the negatively charged electron that is captured or emitted from the bound defect e
state. The net generation rate of electrons into the conduction band for this reaction, which is 

implemented in our model via the second term on the right side of Equation \* 

MERGEFORMAT (42) is given as

 \* MERGEFORMAT (50)0
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In Equation \* MERGEFORMAT (50),  is the electron density, and  is the thermal density n thN

of states. The forward and reverse reaction rates, and  respectively, are defined as1fk 1rk

 \* MERGEFORMAT (51)1
fE kT

f thk v es -=

 \* MERGEFORMAT (52)1
rE kT
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where  is the capture cross-section, and  is the thermal velocity. and are the activation s thn fE rE

energy levels for forward and reverse reactions, respectively. These activation energies define 

the energy level of the defect state relative to that of the conduction band. In these calculations 

we set  equal to zero as the forward reaction is considered to have no thermal dependence and fE

is governed only by the Coulomb force. As previously mentioned, the choice for the range of 

defect level energies of ~ -0.1eV to -0.3eV is consistent with our assertion, to be discussed in rE

a future publication [78] that the mechanisms of memristor transport are similar to those of 

leakage currents in oxide-based capacitors. Additionally, we define the capture cross section  s
to be ~1.0×10-12 cm2 to ~1.0×10-14 cm2 and the thermal velocity is proportional to the lattice 

temperature. Other quantities in Equation \* MERGEFORMAT (50) are previously defined. For 

calculations involving Joule heating, we use Dirichlet boundary conditions at the electrodes, and 
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typically set the lattice temperature at the contacts to be T=300K. Finally, while the study of 

Strukov and Williams [77] assumed a system with three non-reacting carrier species: electrons, 

holes, and mobile, positively, single-charged oxygen vacancies, in our model the transport of 

neutral vacancies via diffusion is accounted for by Equation \* MERGEFORMAT (43) and the 

associated reactive defect chemistry noted by Equations \* MERGEFORMAT (49)-\* 

MERGEFORMAT (52).

Furthermore, in our model only electrons can penetrate the metal/oxide interfaces which are 

considered to be Ohmic. The oxygen vacancies are confined to the oxide layer. As the contacts 

are assumed to be blocking for vacancies, the total vacancy flux through the device is zero at all 

times, i.e.,

 \* MERGEFORMAT (53)
0

0
pV VF F+ =

where and  indicate the single-charged and neutral vacancy concentrations, respectively. The pV 0V

significance of Equation \* MERGEFORMAT (53) is central to the analysis of our results and 

will be discussed further in the results section. 

4.3 Simulation Procedure  

In order to understand the impact of defect chemistry on the electrical characteristics of the 

prototypical memristor depicted in Figure 14, we conduct two sets of numerical experiments as 

follows. In the first set of calculations, we allow defect chemistry to play an active role in the 

transport. In these cases, the reaction of Equation \* MERGEFORMAT (49) continuously alters 

the proportional contributions of neutral and single-charged vacancies to the current density until 

steady-state is achieved. An initial uniform concentration of oxygen vacancies in the oxide layer 

is present at the start of the simulation, a zero-bias condition. Then, a 1.0V bias is applied at the 

anode and all species (electrons, neutral and charged oxygen vacancies, and holes which are of 

negligible density) are allowed to undergo drift-diffusion movement and reach a steady-state 

condition. The steady-state physical quantities of interest, such as electron current and vacancy 

species concentration profiles for a given set of diffusion coefficients and defect energy levels, 

are then plotted and tabulated.

Next, we repeat the calculations for the condition of defect chemistry not playing any active 

role in carrier transport. In such cases, in order to maintain appropriate conservation of charge in 
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the device and make a fair comparison with the results for the case of defect chemistry being 

active, all simulation conditions remain the same as in the case of defect chemistry being active, 

except that the initial uniform concentration of mobile oxygen vacancies is now given as the 

steady-state average (i.e., integrated over the real-space volume of the oxide) concentration of 

single, positively charged oxygen vacancies for the case of defect chemistry being enabled. As 

mentioned, this methodology is graphically illustrated in Figure 14 in Section 4.2.

4.3 Simulation Results  

For all results presented in this chapter, we use the M-I-M structure shown in Figure 14, 

where the simulated active oxide region has a thickness of 50.0nm and a constant cross-sectional 

area. Although we recognize that the oxide thicknesses of such prototypical memristors may be 

much smaller in actuality, on the order of 10.0nm or less, this particular structural 

implementation was chosen to be consistent that of [77]. Furthermore, we expect the results to be 

qualitatively extended to structures of lower dimensionality in which the resistivity of the oxide 

is postulated to be modulated by a moving "vacancy front" that results in a build-up of a 

tantalum (or titanium) rich conductive region extending from the oxide/metal interface at the 

cathode to the edge of the charged vacancy front within the oxide. Such a region acts as a 

conductive filament.

Following the simulation procedure discussed in Section 4.2 and represented in Figure 14, 

tabulated values of electron current are shown in Table 2 for various combinations of transport 

parameters for both types of simulations: Defect chemistry being active or turned off. In Table 2, 

results are not presented for cases in which  as such cases are considered to be 0 pD D>

unphysical.

In order to understand the values of electron current presented in Table 2, one must consider 

the total flux density  of single-charged and neutral vacancies. As previously mentioned, the F

contacts are assumed to be blocking for vacancies, and the total vacancy flux through the device 

is zero at all times. Hence, making use of Equation \* MERGEFORMAT (48), if we expand the 

terms of Equation \* MERGEFORMAT (53) for the vacancy flux, as was done for the case of 

electrons in obtaining Equation \* MERGEFORMAT (47), we obtain

 \* MERGEFORMAT (54)0 0 0p p p pV E D V D Vm - Ñ - Ñ =
v
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In the formalism of the Boltzmann transport theory, it is well known that usage of the Einstein 

relationship is invalid for describing transport if the energy distribution of the carriers is beyond 

the near-equilibrium regime (i.e., carrier energies being on the order of only a few times that of 

the thermal energy). However, a more appropriate theory of Boltzmann transport through 

amorphous or polycrystalline oxides such as sub-stoichiometric Ta2O5 is currently lacking. Thus, 

we use Equation \* MERGEFORMAT (54) as a starting point for our analysis. If the diffusion 

coefficients for both single-charged and neutral vacancies are considered to be equal, 

, then Equation \* MERGEFORMAT (54) can be re-arranged as0pD D D= =

Table 2.  Electron current values with and without defect chemistry being active. 
V0  neutral vacancy species, Vp  single-charged vacancy species.

Er is defect band level relative to conduction band edge, bias voltage = 1.0V for all cases.  
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Inspection of Equation \* MERGEFORMAT (55) reveals that the physical quantities in the 

brackets are independent of the value of the diffusion coefficient. Hence, the main diagonal 

terms in Table 2 are all identical for a particular defect energy level and mode of analysis (defect 

chemistry off or on), regardless of the actual value of the diffusion coefficient. As expected, 

when comparing the main diagonals of Table 2 for all four values of  (0.0, -0.1,- 0.2, and -rE

0.3eV), one observes that the overall current decreases if the defect level becomes deeper relative 

to the conduction band edge, as fewer carriers are made available to contribute to transport. 

Furthermore, the current density is always higher for the case of defect chemistry being on, 

rather than being off. The reason for this can be understood by inspection of Figure 15, where we 

plot the steady-state concentration profiles of electrons, single-charged vacancies, and neutral 

vacancies for one representative case of Table 2, , . 0.0 eVrE = 8 2
0 10 cm secpD D -= =

As observed in Figure 15, Equation \* MERGEFORMAT (54) reveals that when defect 

chemistry is enabled, the neutral vacancy concentration in steady state does not evolve to a 

uniform spatial distribution as would happen if defect chemistry were not enabled. Rather, the 

gradient of the neutral vacancy concentration profile is given by the third term of Equation \* 

MERGEFORMAT (54), . This neutral vacancy gradient allows a steady-state diffusion of 0VÑ

neutral vacancies toward the anode of the device that does not occur without defect chemistry 

being enabled. Without defect chemistry enabled, the distribution of neutral vacancies would be 

uniform throughout the oxide region, as mentioned,
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Figure 15. Steady-state species concentrations with and without defect chemistry being 
active. For this case the bias voltage equals 1.0V, and the neutral and single-charged 

vacancy diffusion coefficients are equal,  . The reverse and forward activation 0pD D=

energies are zero. The results are qualitatively similar for other biases, unequal neutral 
and single-charged diffusion coefficients, or non-zero reverse activation energies.

and the net diffusion of neutral vacancies would be zero. Hence, in the situation with defect 

chemistry active, the strong diffusion of neutral vacancies toward the anode allows for a 

corresponding increase in the creation of single-charged vacancies and electron emission in the 

oxide near the anode, as compared to the case of no defect chemistry, via the reaction presented 

in Equation \* MERGEFORMAT (49). The oxide therefore becomes more conductive nearer the 

side of the anode with the defect chemistry on, which consequently results in a corresponding 

increase in current as compared to the case of no defect chemistry being active. Hence, for defect 

chemistry being enabled, one can consider the effect of reactive defect chemistry in the oxide 

near the anode of the device as analogous to increasing the conductivity of a semiconductor by 

increasing the doping.
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In order to understand the off-diagonal terms of Table 2, i.e., the cases of , Equation 0pD D¹

\* MERGEFORMAT (54) can similarly be re-arranged as follows,

 \* MERGEFORMAT (56)0

0
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D V
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In Equation \* MERGEFORMAT (56), one observes that only the ratio of to , not the pD 0D

actual values of and , is relevant in obtaining the steady-state quantities of the right hand pD 0D

side (RHS) of Equation \* MERGEFORMAT (56). Hence, in Table 2 the values of the electron 

current for the off-diagonal terms are equal along each diagonal for each of the two modes 

(defect chemistry off or on). Further analysis of the relationship of the relative magnitudes of the 

electron currents for both modes for the off-diagonal cases then follows the same reasoning as 

for the diagonal cases. 

Additional insight into the characteristics of the transport mechanisms within the oxide can be 

gained by examining the drift and diffusion components of the steady-state species current 

densities for device operation with and without defect chemistry being active. Accordingly, in 

Figure 16 and Figure 17 we plot the steady-state drift and diffusion components of the vacancy 

and electron current densities, respectively, for the case of no defect chemistry being active. 

These plots correspond to the data and conditions of the results presented in Figure 15 (

, ).0.0 eVrE = 8 2
0 10 cm secpD D -= =
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Figure 16. Components of single-charged vacancy flux for the case of no defect 
chemistry being active, corresponding to the curves shown in Figure 15.

     
Figure 17. Components of electron current density for the case of no defect chemistry 

being active, corresponding to the curves shown in of Figure 15. The abrupt 
discontinuities at the left of the plot are due to numerical artifacts and are not physical.
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As shown in Figure 16, the magnitudes of the drift and diffusion components of the single 

charged vacancy flux are equal and flow in opposite directions. This can be understood by noting 

that our convention is to define the direction of current to be positive for positive charge flowing 

from the left to the right in Figure 14. The results of Figure 16 and Figure 17 are therefore 

consistent with what would be expected upon inspection of the vacancy species flux equations, 

Equations \* MERGEFORMAT (53) and \* MERGEFORMAT (54). Because defect chemistry 

is inactive in this case,  in Equation \* MERGEFORMAT (54), the drift and diffusion 0 0VÑ =

components of the single-charged vacancy flux have equal magnitude and are oppositely 

directed.  Therefore, per our stated convention for defining the direction of current density (and 

noting that electric current is obtained by multiplying the species flux by the coulomb charge) 

the single-charged vacancy drift current thus flows from the anode to the cathode and the 

diffusion current flows from the cathode to the anode (i.e., the direction of flux is opposite to the 

single-charged vacancy concentration gradient presented in Figure 15), consistent with Equation 

\* MERGEFORMAT (54) and the data of Figure 15. Furthermore, because charge neutrality 

must be maintained in the device, we note that in Equation \* MERGEFORMAT (54), on 

average, , and thus Equation \* MERGEFORMAT (54) also necessitates that the pV né ù é ù= ê úê ú ë ûë û

magnitudes of the electron drift and diffusion currents must also, on average, be equal as 

indicated in Figure 17. However, because the charge is of opposite sign for the electrons as 

compared to the single-charged vacancies, the drift and diffusion components of the electron 

current density flow in the same direction resulting in a net electron current which is finite, and 

the zero-flux boundary condition of Equation \* MERGEFORMAT (53) does not hold.

For the cases of defect chemistry being active, the situation is as depicted in Figure 18 for the 

vacancy flux and in Figure 19 for the electron current. As observed in Figure 18, the magnitudes 

of the drift and diffusion components of the single-charged vacancy flux are not equal, although 

they are still oppositely directed as expected. Similarly, as observed in Figure 19, the magnitude 

of the diffusion and drift components of the electron current are not equal, unlike for the case 

with no defect chemistry. In this case, the magnitude of the electron drift current is greater than 

that of the diffusion component.
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Figure 18. Components of vacancy flux for both species, neutral and single-charged, for 
the case defect chemistry being active, corresponding to the curves shown in Figure 15.

Figure 19. Components of electron current density for the case of defect chemistry being 
active, corresponding to the curves show in Figure 15.
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The situation with defect chemistry being active is made clear by inspection of Equation \* 

MERGEFORMAT (54) and noting that the summation of the total number vacancies in the 

oxide, neutral and single charged, must remain constant at all times. Keeping this in mind, one 

can re-arrange and integrate Equation \* MERGEFORMAT (55) over the length of the oxide 

region, again making use of Equation \* MERGEFORMAT (48), as follows

 \* MERGEFORMAT (57)( ) ( ) ( )0 Constantp p

D DV x E x dx V V dx
kT kT

é ù= Ñ + Ñ =ê úë ûò ò
v

where the integral in the second term of Equation \* MERGEFORMAT (57) corresponds to the 

total number of all vacancies in the oxide, both charged and neutral. When defect chemistry is 

active, the gradient of the neutral vacancy density is no longer zero and increases to a finite 

steady-state value. Hence, the gradient of the single-charge vacancy density must 

correspondingly decrease to keep the RHS of Equation \* MERGEFORMAT (57) constant. The 

vacancy species fluxes plotted in Figure 18 reflect this situation where we note that the sum of 

the single-charged vacancy drift and diffusion components equal the neutral vacancy diffusion 

current as required by Equation \* MERGEFORMAT (54) and consequently Equation \* 

MERGEFORMAT (57)

We also note that charge neutrality in the oxide region is maintained, on average, by 

requiring . Thus, inspection of Figure 19 indicates that Equation \* MERGEFORMAT pV né ù é ù= ê úê ú ë ûë û

(57) relaxes the requirement that the magnitudes of the electron drift and diffusion currents be 

equal, as was the case for no defect chemistry being active, due to the presence of the neutral 

vacancy gradient.

The strength of the defect chemistry reaction described by Equation \* 

MERGEFORMAT (49) on the transport properties of the device is made clear by tabulating the 

ratios of electron current density for the case of defect chemistry being on to that of the case 

where defect chemistry is off (i.e., the ratio of the two values in each box of Table 2). These 

ratios are tabulated in Table 3 for the case of , and the corresponding values in 0.0 eVfE =

Table 3 are plotted in Figure 20. For the first two rows of Table 3,  and  0 1pV V = 0 10pV V =

and as observed in Table 3 and Figure 20, the effect of defect chemistry is strongest for these 

ratios of the diffusion coefficients when the activation energy (defect level) is between about 
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0.10 - 0.16 eV below the conduction band When the defect level is deeper, the defect chemistry 

reaction of Equation \* MERGEFORMAT (49) becomes negligible. Conversely, one may 

intuitively expect that the strength of the reaction would be strongest when the defect level is 

zero, i.e., at the same level as the conduction band. Hence, the presence of a peak at 

  for  and the shift of the  peak to  for  0.1 eVrE » - 0 1pV V = 0.16 eVrE » - 0 10pV V =

may seem surprising. However, this behavior can be understood by examining the vacancy 

concentration profiles (not shown) for a few activation energies about the peak 

. As expected, for the case of , the limiting 0.0 eV, 0.1eV, 0.2 eVrE = - - 0.2 eVrE = -

situation is approached whereby defect chemistry is not effective, as discussed earlier. Placing 

the defect level closer to the conduction band does indeed result in the neutral vacancy gradient 

increasing, which of course, increases the strength of defect chemistry. However when the defect 

level approaches a value of approximately , the corresponding increase of the 0.1rE eV= -

single-charged vacancy gradient has also increased to such an extent that the increased diffusion 

of single charge vacancies toward the anode results in a reduction of the neutral vacancy 

gradient, which in turn reduces the efficacy of defect chemistry. As indicated also in Figure 20, 

this effect is more pronounced as the ratio of Vp/Vo increases because the positively charged 

vacancies are allowed to diffuse faster toward the anode. Furthermore, as the concentration of 

single charge vacancies consequently increases toward the anode, they capture the electrons in 

that region released by the neutral vacancies resulting in a decreased electron current flow. The 

results in Table 3 are qualitatively similar for lower bias voltages.

Table 3.  Ratio of current densities for chemistry on/off. 
Bias Voltage  = 1.0V, Ef = 0.0eV for all cases.
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Figure 20. Ratios of electron current densities for defect chemistry being active or 
disabled for two ratios of diffusion coefficients.

4.4 Conclusion  

A phenomenological model of M-I-M memristor operation has been presented in which 

electron transport through the device has been modeled using a variation of the well-known drift-

diffusion formalism, wherein the effects of first-order defect chemistry for oxygen vacancies 

have been included. It has been shown that under a restricted set of operating conditions (certain 
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ratios of diffusion coefficients, low bias operation less than 1.0V for a 50nm thick oxide, 

constant lattice temperature) the values of electron current density through the device can vary 

upwards of about a factor of two as compared to the cases for which defect chemistry is not 

considered, over a range of shallow defect levels (approximately 0.1-0.15 eV) below the 

conduction band.

However, several of the parameter values used in the simulations, notably the values of the 

diffusion coefficients and the reaction cross-sections, are not known experimentally. Hence, the 

results may be considered inconclusive. It is intended though that this work serves as a guide for 

the development of a more complex, physics-based model of transport that is currently being 

developed by our research group for incorporation into the Sandia REOS and Charon codes. In 

this more advanced treatment of transport in oxide-based memristors, we also assume that 

electron transport in the oxide can be treated with the drift-diffusion formalism. However, this 

newer model is being extensively augmented by the inclusion of other bulk transport 

mechanisms, such as defect site hopping and Poole-Frenkel emission, and various tunneling 

mechanisms at the oxide/metal interfaces, such as band-to-defect tunneling and band-to-band 

tunneling between the electrodes and the oxide region.
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5.  SIMULATION OF BIPOLAR TANTALUM OXIDE MEMRISTOR

This section describes the simulation and validation of a bipolar tantalum oxide (TaOx) 

memristor. The fully-coupled thermo-electrical model has been applied to simulate the switching 

process in a 3D filamentary TaOx memristor shown in Figure 21. The layer material and 

thickness come from an experimental device published in Ref. [82]. Making use of the multi-

physics capability in Charon, we solve the coupled Poisson, electron, oxygen vacancy, and heat 

equations in the active TaOx (which mimics the highly-conductive Ta electrode) and conduction 

filament (CF) regions, with vacancies confined in TaOx and CF regions, while in the Pt and 

Ta2O5 regions, due to absence of mobile vacancies, the coupled Poisson, electron, and heat 

equations are solved, with Pt treated as a highly doped n-type semiconductor using immobile 

dopants, and Ta2O5 as an undoped semiconductor. Holes are excluded here due to the n-type 

nature of TaOx memristors. The boundary condition for the temperature is set such that the 

topmost and bottommost surfaces of the device are fixed at 300 K as indicated in Figure 21, with 

the homogeneous Neumann condition applied to all other outer surfaces. Electrically, the very 

bottom of the device is grounded, and the voltage is applied at the top surface of the top Pt 

electrode. An Ohmic contact condition is assumed for electron density and electric potential at 

the topmost and bottommost surfaces of the device. 
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Figure 21.  Simulated structure of a 3D filamentary TaOx memristor, with the layer 
material and thickness coming from an experimental device [84].

       The experimental data from Ref. [84] indicate that this filamentary TaOx memristor shows 

bipolar switching behavior. In the following, we will apply our simulator to explore the bipolar 

RESET (i.e., OFF switching from low to high resistance state) and SET (i.e., ON switching from 

high to low resistance state) switching processes and the current-voltage hysteresis 

characteristics, and to compare simulation results with experimental data. 

5.1 RESET Switching

We first explore the RESET switching. From Fig. 3(b) in Ref. [84], we observe that the 

measured device RESET resistance monotonically increases with time for a given voltage and 

with increasing negative voltage. To simulate how the device resistance changes during RESET 

and to provide insight and comparison with experimental data, we assume the device is in a 

conductive state after electroforming, by assigning mobile oxygen vacancies and electrons with a 

uniform density of 1x1021 cm-3 in the active TaOx and CF regions, and a uniform electron 

density of 1x1021 cm-3 in the Pt electrodes resulting from immobile n-type dopants. The initial 

temperature of the device is set to 300 K, and a negative DC (Direct Current) voltage is applied 

to the top Pt electrode. 

Figure 22. Simulated device resistance as a function of time under different voltage 
during RESET switching
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Figure 22 plots the simulated device resistance as a function of time under different negative 

voltages during RESET switching. It is noted that the simulated resistance and time scale may 

appear quite different from the measured data [Fig. 3(b) in Ref. 84] since we have not done any 

calibration work yet. However, the variation profile of device resistance with time and voltage 

shows strikingly good agreement with experiment, which suggests that our fully-coupled model 

has captured the dominant RESET switching mechanism. 

       To investigate what happens in the device during RESET switching, we plot snapshots of 

carrier densities and temperature at different times with a -1.5V voltage applied at the top Pt 

electrode in Figure 23. Panels (a)-(d) correspond to the time of 0 s, 6.4558x10-10 s, 0.0011982 s, 

and 1 s respectively. In each panel, the bottom right figure shows the one-dimensional profiles of 

carrier densities and temperature along the z direction in the device center indicated by the white 

arrow in the bottom left figure; the values on the y axis of the bottom right figure need to be 

multiplied by 5x1020 cm-3 for carrier densities and by 300 K for temperature. Panel (a) shows the 

initial state where the active TaOx and CF regions have a uniform vacancy density of 1021 cm-3 

(top left figure), the entire device except the insulating Ta2O5 region surrounding the CF has a 

uniform electron density of 1021 cm-3 (top right figure), and the device initial temperature is set to 

300 K (bottom left figure). As -1.5V is applied to the top Pt electrode, the temperature increases 

on the order of hundreds of picoseconds due to Joule heating and the initial heating is broad in 

space, as shown in panel (b). Consequently, oxygen vacancies in the hottest spot near the 

TaOx/CF interface start to move around microseconds and move away from CF into TaOx under 

the influence of both heating and field. This process first leads to a vacancy and electron density 

gap in the CF as illustrated in panel (c). As time progresses, the density gap is further enlarged 

and eventually the entire CF is depleted of vacancies and electrons as shown in panel (d), leading 

to the RESET state. It is seen that as the CF becomes more resistive, Joule heating is more 

localized in the CF due to stronger electric field there, as demonstrated by the localized 

temperature profile in panel (d).
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Figure 23. Snapshots of vacancy density, electron density, and temperature at different 
times with a -1.5 V voltage applied at the top Pt electrode.

       From the simulation results, it is evident that the RESET switching is a thermally-activated 

field-dominant process: without Joule heating, oxygen vacancies would not move at all 

according to the RPI model, given the applied voltage and the geometry; only with Joule heating, 

the raised temperature enables the movement of vacancies, and the field drift component is much 

stronger than either the diffusion or the Soret component and hence dominates the overall motion 

of vacancies. Additionally, it is noted that the thermal transient dynamics occurs on a much 

shorter time scale than the electrical dynamics (e.g., hundreds of picoseconds compared to 

microseconds), which observation is strikingly consistent with other simple models [83,84]. 
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Finally, it is worthy of noting that electrons in the active TaOx and CF regions closely follow the 

vacancies, suggesting that positively charged mobile oxygen vacancies indeed act as n-type 

dopants in n-type oxide memristors. This connection has been speculated by many authors in 

literature, but has not been shown explicitly. 

5.2 SET Switching

Next, we explore the SET switching in the bipolar TaOx memristor. Figure 3(a) in Ref. [84] 

shows that the measured device SET resistance monotonically decreases with time for a given 

voltage and with increasing positive voltage. To simulate the changing of the device resistance 

with time and voltage during SET switching and to provide insight and comparison with 

experimental data, we assume the device begins in a RESET state and apply a positive voltage to 

the top Pt electrode. Figure 24 plots the simulated device resistance as a function of time under 

different positive voltages during SET switching. It is clear that the variation trend of the device 

resistance with time and voltage agrees reasonably well with experiment, even though the 

resistance values and time scale appear quite different from the measured data since we have not 

yet performed calibration.  

Figure 24. Simulated device resistance as a function of time under different positive 
voltages during SET switching. 
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Figure 25. Snapshots of vacancy density, electron density, and temperature at different 
times with a 1 V voltage applied at the top Pt electrode.

       

       To investigate what happens in the device during SET switching, Figure 25 plots snapshots 

of carrier densities and temperature at different times with a 1V voltage applied at the top Pt 

electrode. Panels (a)-(d) correspond to the time of 0 s, 2.0499x10-10 s, 0.051195 s, and 1 s 

respectively. Other notations are the same as Figure 23. Panel (a) shows that the device is 

initially in a RESET state resulted from a -1V voltage.  As a positive 1V is applied to the device, 

Joule heating causes the temperature to have a moderate rise from the initial RESET state on the 

order of hundreds of picoseconds (similar to that of the RESET process), as shown in panel (b).   
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The rising temperature and applied electric field cause oxygen vacancies to move from the TaOx 

into the CF region to refill the density gap, as illustrated in panel (c). Once the density gap in the 

CF is fulfilled, vacancies continue moving from the TaOx into the CF due to the dominant 

driving of the electric field. In order to avoid unphysical pile-up of vacancies, the artificial 

diffusion model described in Section 2.2 was used to limit the maximum vacancy density to a 

somewhat arbitrary value of 1.25x1021 cm-3. The choice of this value was based on the 

assumption that the CF should not be much more conductive than the TaOx region which mimics 

the Ta electrode in the experimental device. As shown in panel (d), the vacancy and electron 

densities in the CF are indeed limited to 2.5x5x1020 = 1.25x1021 cm-3, where 5x1020 is a 

concentration scaling factor. It is interesting to note that the RESET switching in Section 4.1 

does not need using the artificial diffusion model to limit the vacancy density, but it is a self-

limiting process in which the maximum vacancy density is self-limited once the device is turned 

off. Finally, panel (d) shows that as the CF becomes more conductive, the heating is more spread 

out in space. It is clear that the SET switching is also a thermally-activated field-dominant 

process, similar to that of the RESET switching.  

5.3 Current-Voltage Hysteresis

After simulating and identifying the main physical mechanism responsible for the bipolar 

RESET and SET switching processes, we applied the fully-coupled model to simulate the 

current-voltage hysteresis characteristics. To do this, triangular voltage sweeps with different 

sweeping rates are applied to the device as plotted in Figure 26 (a). The resulting current 

waveforms are plotted in Figure 26(b), and the corresponding current-voltage hysteresis curves 

are given in Figure 26(c). From Figure 26(a) and Figure 26(b), it is interesting to observe that the 

current waveforms nearly follow those of the voltages around the positive peaks, while they are 

significantly different from the voltage waveforms around the negative peaks. This observation 

is surprisingly consistent with the measured voltage and current waveforms shown in Fig. 4(a) of 

Ref. [84]. The simulated current-voltage curves in Figure 26(c) indicate that, for the smallest 

sweeping rate of 1 V/s, the device was never turned off during negative voltages due to 

insufficient heating, hence showing an Ohmic behavior, while for the higher sweeping rates of 

1.5 V/s and 2 V/s, the hysteresis characteristics is clearly observed, because the device was 

indeed turned off during negative voltages and was able to turn on during positive voltages due 
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to sufficient heating. Comparing (c) with the measured current-voltage hysteresis in Fig. 2(b), 

Ref. [86], we see that the simulated shape for the 2 V/s case (green curve) is in very good 

agreement with experiment, even though the current and voltage values are different due to lack 

of calibration. The main noticeable difference in the shape is that, the simulated hysteresis shows 

an Ohmic behavior for voltages greater than 1 V, due to the imposed maximum vacancy density 

limit, while the Ohmic part is not shown in the measurement. However, it is interesting to note 

that the measured hysteresis shows asymmetry in the voltage range, e.g., the curve goes to -1 V 

but stops around 0.5 V, which makes it difficult to know if an Ohmic behavior may be possible 

in experiment at voltages greater than 0.5 V.

Figure 26. Current-voltage hysteresis characteristics: (a) triangular voltage sweeps with 
three different sweeping rates; (b) resulting current waveforms under the triangular 

voltage sweeps; (c) corresponding current-voltage hysteresis curves, where the gray 
arrows indicate the switching direction. 

       Before moving on to the next subsection, it is worthy of adding a note about the sign of the 

Soret coefficient SV.  Several research groups [85,86] argue that the Soret coefficient should be 

negative for vacancies, i.e., SV = - Ea / (kB T2), where Ea is an activation energy, implying that 

vacancies move from cold to hot regions.  On the other hand, it is well-known (see e.g. Ref.[87]) 

that electrons in n-type semiconductors and holes in p-type semiconductors both move from hot 

to cold regions, i.e., SV = Ea / (kB T2), the Soret coefficient has a positive sign. However, the 
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nature of vacancy movement under temperature gradient is quite complicated, and it is debatable 

to state a single sign for the Soret coefficient. But for the bipolar switching, our simulations show 

that the sign of the Soret coefficient is not important, since the thermally-activated field drift 

component is much stronger than the diffusion and the Soret components, and the field drift 

dominates the switching process.  

5.4 Comparison with Experiment and Parameter Calibration 

In this section, we demonstrate that our MCT Simulator implemented in Charon TCAD 

enables us to calibrate simulation results with experimental data using the least number of 

parameters, and to perform parameter study for exploring device design space. Within 

experimentally measured set of values we optimized the fit to the calibration experiment. We 

then verified the calibrated parameters by simulating other devices and still obtained good 

agreement with experimental data. For calibration purpose, three parameters were varied while 

all other parameters were kept the same. The three parameters were the filament radius, the 

electron mobility, and the maximum vacancy density used in the artificial diffusion model. 

Figure 27 shows the comparison of current-voltage hysteresis between MCT simulation results 

and the experimental data in Ref. [84], where the simulations were done using a filament radius 

of 15 nm, an electron mobility of 40 cm2/(V.s), and a maximum vacancy density of 1.5×1021 cm-

3. It is seen that the simulation results agree quite well with the experiment just using the three 

parameters for calibration. 
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Figure 27. Current-voltage hysteresis comparison between simulation and experiment

        Figure 28 shows the variation of the current-voltage hysteresis with selected parameters. 

Panel (a) shows the changing of the current-voltage hysteresis with the electron mobility, with 

the device radius set to 20 nm, the filament radius equal to 10 nm, and the maximum vacancy 

density being 1.25×1021 cm-3. It is seen that a higher electron mobility leads to a higher current 

for a given voltage, which holds true in both the Ohmic and nonlinear regimes.

Figure 28. Variation of current-voltage hysteresis with selected parameters

Panel (b) shows the variation of the current-voltage hysteresis with the maximum vacancy 

density, while keeping the device radius at 20 nm, the filament radius at 10 nm, and the electron 

mobility at 40 cm2 / (V.s). Interestingly, the value of the maximum vacancy density does not 
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affect the Ohmic behavior in the Ohmic regime, but has a significant effect on the current-

voltage hysteresis in the nonlinear regime. During the RESET switching (i.e, the negative 

voltage regime), a smaller maximum vacancy density leads to a higher off-current and a nearly 

constant off-resistance at high voltages. This is because the imposed maximum vacancy density 

limit prevents the density gap from further depletion during RESET and consequently a higher 

off-current and a nearly constant off-resistance once the voltage reaches a critical value. Panel 

(c) shows the variation of the current-voltage hysteresis with the filament radius, while keeping 

the device radius at 20 nm, the electron mobility at 40 cm2 / (V.s), and the maximum vacancy 

density at 1.5×1021 cm-3. It is clear that a larger filament radius results in a higher current in both 

the Ohmic and nonlinear regimes. Panel (d) shows the variation of the current-voltage hysteresis 

with the device radius, while keeping the filament radius at 13 nm, the electron mobility at 40 

cm2 / (V.s), and the maximum vacancy density at 1.5×1021 cm-3. 

5.5 Conclusion

The generality of the fully-coupled thermo-electrical model allows us to simulate and investigate 

the underlying physical switching mechanisms in a wide spectrum of oxide memristors ranging 

from field-dominant, field-thermal-driven to thermal-dominant memristive devices. In this 

chapter, the model has been applied to simulate the RESET and SET switching processes in a 3D 

bipolar filamentary TaOx memristor. Extensive simulations show that the switching dynamics of 

the bipolar device is determined by thermally-activated field-dominant processes [88]. 

Specifically, (i) during RESET switching, when a sufficient negative voltage is applied to the top 

Pt electrode, Joule heating causes the increase of temperature with the hottest spot located in the 

CF, and consequently, oxygen vacancies move away from the CF into the TaOx electrode under 

the influence of both heating and field, which leads to a vacancy density gap and possible 

depletion of vacancies in the entire CF at high negative voltages, resulting in the RESET state; 

(ii) during SET switching, a sufficient positive voltage causes Joule heating and the increase of 

temperature, and subsequently, the rising temperature and electric field cause vacancies to move 

from the TaOx into the CF to refill the density gap, switching to the SET state. Simulated device 

resistance profiles as a function of time and voltage during RESET and SET switching show 

good agreement with experimental measurements [90]. Furthermore, the simulated current-

voltage hysteresis shows a very good agreement with the measured result by calibrating only 
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three parameters [89]. A parameter study was also performed to investigate the effects of 

different parameters on the current-voltage hysteresis characteristics. The comprehensive 

simulator will greatly aid in the understanding of underlying switching physics in a large variety 

of oxide memristors, and it will facilitate the experimental development of memristive devices 

for post-CMOS memory and logic applications. 
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6.  CONCLUSIONS

We have created a MCT Simulator that solves, simultaneously, the coupled differential 

equations: the time-dependent drift-diffusion equations for electrons, holes, and ions/vacancies; 

the time-dependent lattice heat equation; and the Poisson equation for all the charged species in 

three spatial dimensions. The drift-diffusion equation for each species includes field drift 

currents due to electric potential gradients, concentration gradients (Fickian diffusion), and 

temperature gradients (Soret effect). The heat equation contains Joule heating contributions from 

all the species. The Simulator will greatly aid Sandia experimentalists in device optimization for 

different applications. Our MCT Simulator

• helps to establish a clear physical picture of resistance switching in TMO memristors

• has been successfully validated on the existing experimental data and allows accurate 

prediction of bipolar TMO memristor electrical characteristics. 

Simulation of complex switching phenomena in transition metal oxide materials required new 

computational approaches that were implemented in the continuum TCAD tool Charon that 

captures effects of 

• many species transport

• changes in material composition

• thermophoresis

• self-heating 

We performed identification and calibration of sophisticated physical models and materials 

parameters for TaOx devices, identified criteria of importance of chemical reactions in 

memristive switching, and studied numerous transport mechanisms in TaOx materials. 

It is important to point out that the MCT Simulator can be extended to simulate other novel 

beyond-CMOS technologies such as phase-change devices, and ultra-scaled batteries (e.g. Li-

ion). Particularly attracting is the possibility to augment the MCT Simulator with necessary 

tunneling physics to be able to simulate novel TB-ReRAM devices that are now being fabricated 

experimentally at Sandia. It is known that ReRAM exhibits large resistive-switching fluctuation 

and suffers from leakage current in cross-point array operation. Recently, it has been 

experimentally demonstrated that the selectivity and switching uniformity can be dramatically 

improved by designing the device with a triple-layer structure of a tunnel-barrier-layer-inserted 

ReRAM. The tunnel barrier acts as an internal resistor whose resistance changes with the applied 
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bias and, if properly designed, can significantly improve the switching uniformity. The extension 

of simulation capability to TB-ReRAM devices would greatly aid the corresponding 

experimental effort. 

Overall, our MCT Simulator provides:

• Accurate predictive modeling

• Rapid design/prototyping cycles

• Fabrication validation and verification

• Extreme temperature analysis

• Efficient / low-cost technology development and maturation

• Data for architecture and algorithm development

Our continuum MCT Simulator aims at near-future aid to experimental memristor work. In order 

to perform a computational assessment of memristors’ utility as potential replacement of CMOS 

logic and memory at the end of scaling (i.e. around 5nm feature size), a comprehensive 

investigation of the long-term scaling properties of memristive devices is necessary. As 

memristors are expected to scale into a few nanometer feature size in the future, such 

investigation will likely demand a particle-based (e.g. Monte Carlo) approach for ions/vacancies 

and a fully quantum-mechanical treatment (i.e. NEGF-based, see e.g. [90,91]) for electron and 

hole transport. In addition to exploring the new physics in ultra-small future memristors, the 

coupled Monte-Carlo-quantum transport based approach will become complementary to the 

continuum approach described in this work, providing higher fidelity verification for the 

continuum calculations.
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